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FROM THE PESTICIDE HANDLERS EXPOSURE DATABASE (PHED) TO 
REPLACE THE METHOD OF HSM-02037 

 
Since September 2002, exposure assessors in the Worker Health and Safety Branch (WHS) 
of the Department of Pesticide Regulation (DPR) have used the method put forth in  
HSM-02037 (Powell, 2002) to estimate 90% upper confidence limits on estimates of long-
term and short-term exposure from PHED. These upper confidence limits are the values 
used by WHS as the statistics representing the magnitude of exposure.   
 
In May 2005, DPR received documents criticizing the HSM-02037 method (Attachments 1 
and 2) from the Agricultural Handler Exposure Task Force (AHETF), the Outdoor 
Residential Exposure Task Force (ORETF), and the Agricultural Reentry Task Force 
(ARTF), hereafter referred to collectively as the Task Force. WHS scientists concluded that 
most but not all of the criticism was unfounded and in October 2005 responded in writing to 
each point raised by the Task Force. Subsequently, DPR managers and scientists met with 
representatives of the Task Force to discuss the criticism and our response. This meeting 
was followed by further discussion between Dr. Sheryl Beauvais and Ms. Sally Powell of 
WHS and Dr. Larry Holden, the statistician who prepared the statistical criticism 
(Attachment 2) on behalf of the Task Force. As a result of those discussions, WHS 
scientists believe that several changes would improve on the current methods.   
 
Dr Holden’s comments and the proposed changes to the HSM-02037 methods are discussed 
in this memorandum.   
 
 
Main points of Task Force comments 
 
HSM-02037 essentially describes a method for obtaining 90% upper confidence limits 
(UCL) when the standard deviation cannot be estimated. The method is based on the 
assumption that exposure is lognormally distributed with a coefficient of variation (CV) of 
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100 percent. It is shown that the UCLs for both the mean and the 95th percentile of exposure 
are multiples of the sample arithmetic mean that depend only on sample size. 
 
Dr. Holden agreed that the assumption underlying the method appeared reasonable from a 
statistical perspective and that the statistical methodology had some conceptual validity, but 
he was critical of two points. First, he thought we should calculate UCL using formulae for 
the case that the population standard deviation is known. (HSM-02037 uses formulae for 
the case that the standard deviation is estimated from the data.) Second, he pointed out that 
our assumption that each component of exposure is lognormally distributed with CV of 
100% implies that total exposure, i.e., the sum of the components, has some distribution 
other than lognormal and a CV less than 100%. (The HSM-02037 method treats total 
exposure as also being lognormally distributed with CV of 100%.) 
  
 
1. Standard deviation known vs. estimated 
 
The suggestion to use formulae for the case that the standard deviation is known, rather 
than for the case that it is estimated from the data, refers to the fact that our equations for 
the 90% UCL for the 95th percentile,  

( ){ }0.90;0.95;ˆexp ng ˆμ σ⋅′+ ,                                                    (1) 

and for the 90% UCL for the arithmetic mean,  
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σ , the estimated standard deviation of (the logarithm of) exposure. In general, a 
statistical method for estimation or hypothesis testing must take into account whether the 
standard deviation of the population is known or must be estimated from the data. A well 
known example is that of testing a hypothesis about the mean of a normal distribution; one 
uses the z test if the standard deviation is known, the t test if it is unknown. 

In the HSM-02037 method, the value used for 
^

σ  is 0.83255, which derives from our 

assumption that the CV is 100%. The same value is used for 
^

σ  in every scenario. We 
believe that Dr. Holden was right that we were not estimating the standard deviation from 
each PHED dataset. But neither is the standard deviation really known. Rather, its value 
was assumed based on examination of numerous PHED datasets. (I discussed this question 
with Dr. Neil Willits of the UCD Statistical Laboratory. He agreed that our situation was 
neither sigma-known nor sigma-estimated, but something in between, such that there might 
not be a truly correct answer to the question for this case.)   
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As Dr. Holden noted, our formulae “adjust” for uncertainty introduced by estimating both 
the mean, µ, and the standard deviation, σ, from a sample of n observations. The multipliers 
g’ and C in these formulae become larger as n becomes smaller, in effect adding a penalty 
for having to estimate σ with less data.  In HSM-02037, however, while the mean exposure 
is estimated from each PHED subset, the same value is used for σ regardless of the data. 
Thus it is not the case that the UCL estimate suffers from a poorer estimate of σ when the 
PHED subset is smaller. Dr. Holden convinced me that using the “sigma-known” formulae 
is more appropriate.   
 
 
The “sigma-known” formula for the UCL on the 95th percentile is: 

( ) ( )0.95 0.90ˆexp
n

Z Z σμ σ
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                                              (3) 

 
and for the UCL on the arithmetic mean it is: 
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In these formulae, the multiplier Z is a constant independent of sample size because the 
value of σ does not depend on the data. The mean, µ, on the other hand, is estimated from 

the data.  The uncertainty in estimating µ is reflected in the term 
n

σ , the standard error of 

the mean.   
 
The quantity μ̂ (the mean of the logarithm of exposure) cannot be estimated from the PHED 
output, but Equations 3 and 4 can be approximated using the nearly equivalent forms 
suggested by Dr. Holden: 
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for the UCL on the 95th percentile, and   
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n
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for the UCL on the arithmetic mean, where AM stands for the arithmetic mean exposure 
obtained from the PHED output and n is the number of observations in the PHED dataset.   
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2. Distribution of total exposure 
 
Dr. Holden’s second point was that if it is assumed that dermal (nonhand), hand and 
inhalation exposures are all lognormally distributed with CV of 100%, then the total 
exposure, which is the sum of those three components, cannot, as our method assumes it is, 
also be lognormally distributed with CV of 100%. In other words, if we make those 
assumptions about dermal (nonhand), hand and inhalation exposures in order to obtain 
UCLs for each of them, then we cannot correctly claim that total exposure is also 
lognormally distributed with CV of 100% in order to obtain its UCL. 
 
The foregoing is undeniably true. This problematic approach was taken for three reasons: 

1)  This problem does not have an exact solution. Determining the distribution of the sum 
of two or more lognormally distributed variables is not trivial. Unlike the sum of normal 
variables, which has a normal distribution, the sum of two or more lognormally distributed 
variables is not itself lognormally distributed. In the present case, it is actually impossible to 
determine the distribution because the correlations among the exposure components are 
unknown1. An approximate solution was therefore seen as not only acceptable, but 
unavoidable. 

2)  In most exposure scenarios, one of the three components, most often the dermal 
(nonhand), dominates the exposure. The other two would thus not have a great impact on 
the distribution of the total. Therefore, using the distribution of one component as the 
distribution of the total (as we do) would not be too far from the truth. 

3)  Even if we were able to find the exact distribution of total exposure, it would create 
another problem: our separate estimates of hand, dermal and inhalation exposure would not 
add up to our estimate of total exposure. (This is because the sum of three confidence limits 
does not equal the confidence limit on the sum, which is exactly Dr. Holden’s point.) We 
felt this would be unacceptable and inexplicable to readers. We might have avoided this 
problem if the total exposure were all that was needed, but the separate components are also 
needed in case mitigation becomes necessary. 
 
After considering our justifications for using this admittedly problematic approach,  
Dr. Holden agreed that it is a reasonable approximation under the circumstances and he did 
not think we needed to change this part of the method.   

 
1 The reason the correlations between the dermal nonhand, hand and inhalation exposure components cannot 
be estimated lies in the structure of the PHED data.  Almost none of the studies comprising the data base 
measured all three exposure components (or even all of the body regions making up the dermal nonhand 
component).  Correlations between the components cannot be estimated correctly because each component is 
measured on different individuals. 
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Dr. Holden also pointed out that the CV of the sum of m components each having CV of 
100% is bounded below by 1

m
 x 100% (barring negative correlations among the 

components) and bounded above by 100%. The CV of the sum approaches 100% as the 
correlations between the components all approach +1 or as the magnitudes of all but one of 
the component means approach zero. The lower bound is reached when the components are 
uncorrelated and the component means are all equal. Given that one component of exposure 
typically dominates the sum and that the components are likely to be positively correlated, 
Dr. Holden felt that our treating the sum as having CV of 100% was a conservative but 
reasonable approximation. 
 
Dermal (nonhand) exposure is the sum of the dermal exposures to several body regions, 
each having a different n. HSM-02037 uses the median n over the body regions as the n for 
dermal exposure. Dr. Holden suggested a better way to determine an effective n for dermal 
exposure. The effective number of observations in the dermal subset (ne) is estimated as a 
weighted harmonic mean of the numbers of observations (nbp) for the body parts. The 
harmonic mean is the reciprocal of the arithmetic mean of the reciprocals of the body part 
nbp's. In this case, each body part nbp is weighted by the square of the arithmetic mean 
exposure for the body part, which gives greater weight to the nbp's for body parts with 
higher exposures. Table 1 shows the median dermal n and the new dermal n computed by 
his method for each PHED scenario. The rationale for Dr. Holden’s method of determining 
effective sample size is given in Attachment 3. 
  
 
Proposed new method 
 
UCLs should be calculated using the “sigma-known” Equations 5 and 6 of this 
memorandum and the effective ne for dermal nonhand exposure (Table 1 and  
Attachment 3). The new UCLs should be incorporated into the WHS surrogate exposure 
guide (Beauvais et al., 2007) for the 28 PHED scenarios listed in Table 2, eliminating the 
need for individual exposure assessors to calculate them.   
 
Table 3 gives the UCLs for the 95th percentile calculated by the new method (i.e., using 
Equation 5 along with the proposed new effective ne for dermal nonhand exposure) and 
compares them to the HSM-02037 UCLs for the 28 PHED scenarios. UCLs for total 
exposure were calculated under both methods by summing the UCLs for dermal, hand and 
inhalation exposure. The old UCLs were calculated using the rounded multipliers in Table 2 
of HSM-02037 (Powell, 2002). The UCLs calculated by the new method average about 
24% lower than the HSM-02037 UCLs.   
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Table 4 gives the UCLs for the arithmetic mean calculated by the new method (i.e., using 
Equation 6 along with the new effective ne for dermal nonhand exposure) and compares 
them to the HSM-02037 UCLs for the 28 PHED scenarios.  UCLs for total exposure were 
calculated under both methods by summing the UCLs for dermal, hand and inhalation 
exposure. The old UCLs were calculated using the rounded multipliers in Table 4 of HSM-
02037 (Powell, 2002). The UCLs calculated by the new method average about 7% higher 
than the HSM-02037 UCLs.  This is due to the use of the rounded multipliers in  
HSM-02037, which resulted in a multiplier of 1 for many scenarios; using the new method, 
these scenarios have a higher UCL.   
 
In the event that an exposure assessor uses a PHED subset not included in the surrogate 
exposure guide (Beauvais et al., 2007), the UCLs can be calculated using the multipliers 
given in Table 5 (derived from Equations 5 and 6). To calculate the UCL, the arithmetic 
mean exposure from PHED is multiplied by the appropriate multiplier from Table 5. The 
appropriate multiplier from Table 5 depends on the value of n.  For dermal nonhand 
exposure, the effective n (ne) is found using the following formula (Eq. 7 of Attachment 3): 
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where K is the number of body parts summed for dermal nonhand exposure, Mi and ni are 
the arithmetic mean exposure and the number of replicates for the ith body part. The result is 
rounded to a whole integer.  
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Table 1. Effective sample sizes (ne) used to calculate confidence 
limits for dermal nonhand exposure. 

PHED ne

Scenarioa Newb HSM-02037c

1 33 28 
2 25 23 
3 11 12 
4 12 33 
5 99 90 
6 18 21 
7 21 26 
8 20 20 
9 42 40 
10 21 30 
11 34 33 
12 10 16 
13 15 15 
14 28 28 
15 16 16 
16 5 20 
17 12 10 
18 17 16 
19 12 13 
20 11 11 
21 11 13 
22 35 10 
23 16 16 
24 17 17 
25 15 15 
26 8 8 
27 44 45 
28 15 15 

a  Scenario numbers from WHS surrogate exposure guide (Beauvais et al., 2007). 
b  Method recommended by Larry Holden (Attachment 3). 
c  Median of body part ns. 
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Table 2.   Exposure scenarios included in WHS  
surrogate exposure guidea. 

No. Scenario 
1 M/L, Open Pour, WP 

1A M/L, Open Pour, WP (No Gloves) 
2 M/L, Open Pour, DF 

2A M/L, Open Pour, DF (No Gloves) 
3 M/L, WSP, WP 

3A M/L, WSP, WP (No Gloves) 
4 M/L, Open Pour, Granular 
5 M/L, Open Pour, Liquids 

5A M/L, Open, Liquids (No Gloves) 
6 M/L, Closed Sys, Liquids 
7 Flagger, Liquids 
8 Flagger, Granular 
9 Airblast App, Open Cab/Cockpit 

9A Airblast App, Open Cab/Cockpit (No Gloves) 
10 Airblast App, Closed Cab/Cockpit 
11 Groundboom App, Open Cab/Cockpit 
12 Groundboom App, Closed Cab/Cockpit 
13 Aerosol Can App 

13A Aerosol Can App (No Gloves) 
14 Broadcast Granular App 

14A Broadcast Granular App (No Gloves) 
15 Hand Spread of Bait, App 
16 Right-of-Way Sprayer, App 
17 Aerial App, Liquids, Open Cab/Cockpit 
18 Aerial App, Liquids, Closed Cab/Cockpit 
19 Aerial App, Granular 
20 Backpack M/L/A, Liquids, Open 
21 High-Pressure Hand Wand M/L/A, Liquids, Open 
22 Low-Pressure Hand Wand M/L/A, Liquids, Open 
23 Low-Pressure Hand Wand M/L/A, WP, Open 
24 Termiticide Injection M/L/A 
25 Push-Type M/L/A, Granular 
26 Garden Hose Sprayer M/L/A 
27 Belly Grinder M/L/A, Granular 
28 Paintbrush Applicator 

   a  (Beauvais et al. (2007) 
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Table 3. Upper confidence limita (UCL) for 95th percentile unit exposure (μg/lb ai) for 28 
exposure scenarios calculated by new method and by HSM-02037 method. 

 
PHED UCLc: New method UCLd:  HSM-02037 method 

Scenariob Dermal Hand Inhal Total Derm+Hand Inhal Total 
1 2,090 83.7 178 2,350          2,590        247  2,840 
1a 2,090 34,400 178 36,700        47,900        247  48,100 
2 664 34.2 2.28 700             811       2.62  814 
2a 664 65.8 2.28 732             898       2.62  901 
3 70.2 0.241 1.05 71.5            92.0       1.38  93.4 
3a 70.2 97.3 1.05 169             352       1.38  353 
4 g 32.8 3.19 11.0 47.0            38.6       13.8  52.4 

4 ng 32.8 31.9 11.0 75.7            73.8       13.8  87.6 
5 1,340 186 7.34 1,530          1,960       9.40  1,970 
5a 1,340 69,200 7.34 70,500        87,700       9.40  87,700 
6 g 48.6 19.3 0.437 68.3            77.3     0.512  77.8 

6 ng 48.6  193 0.437 242             283     0.512  284 
7 g  131 2.02 0.680 134             152     0.800  153 

7 ng 131 20.2 0.680 152             173     0.800  174 
8 g  5.51 0.0119 0.588 6.11            6.29       2.48  8.77 

8 ng 5.51 0.119 0.588 6.22            6.74       2.48  9.22 
9 3,310 30.5 17.6 3,360          4,080       21.6  4,100 
9a 3,310 2,250 17.6  5,580          6,620       21.6  6,640 

10 g 62.1 61.1 1.78  125             140       2.69  143 
10 ng 62.1 611 1.78 675             763       2.69  766 
11 g 69.8 15.5 4.12 89.4             102       4.72  107 
11 ng 69.8 155 4.12 229             266       4.72  271 
12 g 18.2 0.708 0.145 19.1            24.2     0.200  24.4 
12 ng 18.2 7.08 0.145 25.4            32.6     0.200  32.8 

13 432,000 6,120 3,810 442,000      598,000     5,200  603,000 
13a 432,000 443,000 3,810 879,000   1,200,000     5,200  1,210,000
14 7.18 0.616 0.729 8.52            9.30     0.880  10.2 
14a 7.18 1.13 0.729 9.04            10.0     0.880  10.9 
15 334,000 17,100 1,270 352,000      483,000     1,750  485,000 

16 g 48,400 403 12.3 48,800        47,800       17.0  47,800 
16 ng 48,400 4,030 12.3 52,400        48,700       17.0  48,700 
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PHED UCLc: New method UCLd:  HSM-02037 method 
Scenariob Dermal Hand Inhal Total Derm+Hand Inhal Total 

17 g 198 38.2 2.12 238             371       2.86  374 
17 ng 198 382 2.12 582             891       2.86  894 
18 g 9.22 3.18 0.0916 12.5            16.6     0.125  16.7 
18 ng 9.22 31.8 0.0916 41.1            51.1     0.125  51.2 
19 g 3.70 0.361 4.52 8.58            5.43       6.84  12.3 
19 ng 3.70 3.61 4.52 11.8            10.3       6.84  17.1 
20 g 85,600 37.1 67.1 85,700      134,000        105  134,000 
20 ng 85,600 371 67.1 86,000      134,000        105  134,000 
21 g 25,200 1,270 565 27,000        34,600        755  35,400 
21 ng 25,200 12,700 565 38,500        49,800        755  50,600 
22 g 5,230 40.5 88.9 5,360          9,480        137  9,620 
22 ng 5,230 405 88.9 5,720        10,000        137  10,100 
23 g 42,100 12,600 3,780 58,500        75,200     5,200  80,400 
23 ng 42,100 126,000 3,780 172,000      230,000     5,200  235,000 
24 g 4,650 915 6.30 5,570          7,720       8.75  7,730 
24 ng 4,650 9,150 6.30 13,800        19,200       8.75  19,200 
25 g 8,020 890 21.4 8,930        12,200       29.2  12,200 
25 ng 8,020 8,900 21.4 16,900        23,100       29.2  23,100 
26 g 5,920 19,600 54.3 25,600        44,100       93.8  44,200 
26 ng 5,920 196,000 54.3 202,000      349,000       93.8  349,000 
27 g 83,900 2,200 266 86,400      105,000        323  105,000 
27 ng 83,900 22,000 266 106,000      128,000        323  128,000 
28 g 138,000 113,000 1,130 252,000 342,000 1,540 344,000 
28 ng 138,000 1,130,000 1,130 1,270,000 1,730,000 1,540 1,730,000

a  All UCL rounded to three significant figures. 
b  Scenario numbers from WHS surrogate exposure guide  (Beauvais et al., 2007). 
c  This is the method recommended by L. Holden (Eq. 5 in this memorandum); calculated using new ne for 

dermal exposure from Table 1. 
d  Calculated using rounded multipliers in Table 2 of HSM-02037 (Powell,2002). 
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Table 4. Upper confidence limita (UCL) for arithmetic mean unit exposure (μg/lb ai) for 28 
exposure scenarios calculated by new method and by HSM-02037 method. 

 
PHED UCLc: New method UCLd:  HSM-02037  method 

Scenariob Dermal Hand Inhal Total Derm+Hand Inhal Total 
1 750 30.1 64.0 844 647 49.4 696 
1a 750 12,400 64.0 13,200 18,800 49.4 18,800 
2 239 12.3 0.818 252 203 0.655 204 
2a 239 23.6 0.818 263 225 0.655 226 
3 25.2 0.0866 0.377 25.7 36.7 0.554 37.3 
3a 25.2 35.0 0.377 60.6 102 0.554 103 
4 g 11.8 1.15 3.97 16.9 9.64 3.45 13.1 

4 ng 11.8 11.5 3.97 27.3 18.4 3.45 21.9 
5 482 66.9 2.64 552 491 2.35 493 
5a 482 24,900 2.64 25,400 21,900 2.35 21,900 
6 g 17.5 6.93 0.157 24.6 19.3 0.128 19.4 

6 ng 17.5 69.3 0.157 87.0 70.8 0.128 70.9 
7 g 47.2 0.725 0.245 48.2 38.0 0.200 38.2 

7 ng 47.2 7.25 0.245 54.7 43.4 0.200 43.6 
8 g 1.98 0.00426 0.211 2.20 1.57 0.620 2.19 

8 ng 1.98 0.0426 0.211 2.23 1.68 0.620 2.30 
9 1,190 11.0 6.32 1,210 1,020 5.41 1,020 
9a 1,190 810 6.32 2,010 1,660 5.41 1,660 

10 g 22.3 22.0 0.641 44.9 35.0 0.898 35.9 
10 ng 22.3 220 0.641 243 191 0.898 192 
11 g 25.1 5.56 1.48 32.1 25.5 1.18 26.7 
11 ng 25.1 55.6 1.48 82.2 66.5 1.18 67.7 
12 g 6.53 0.254 0.0522 6.84 5.03 0.0400 5.07 
12 ng 6.53 2.54 0.0522 9.12 8.40 0.0400 8.44 

13 155,000 2,200 1,370 159,000 120,000 1,040 121,000 
13a 155,000 159,000 1,370 315,000 239,000 1,040 240,000 
14 2.58 0.222 0.262 3.06 2.28 0.220 2.50 
14a 2.58 0.405 0.262 3.25 2.44 0.220 2.66 
15 120,000 6,140 457 127,000 96,700 350 97,000 

16 g 17,400 145 4.43 17,500 10,900 3.39 10,900 
16 ng 17,400 1,450 4.43 18,900 11,900 3.39 11,900 



Joseph P. Frank 
September 20, 2007 
Page 12 
 
 
 

 

PHED UCLc: New method UCLd:  HSM-02037  method 
Scenariob Dermal Hand Inhal Total Derm+Hand Inhal Total 

17 g 71.0 13.7 0.762 85.5 124 1.15 125 
17 ng 71.0 137 0.762 209 297 1.15 298 
18 g 3.32 1.14 0.0329 4.49 3.52 0.0250 3.55 
18 ng 3.32 11.4 0.0329 14.8 12.1 0.0250 12.1 
19 g 1.33 0.130 1.63 3.09 2.14 2.28 4.42 
19 ng 1.33 1.30 1.63 4.26 3.77 2.28 6.05 
20 g 30,800 13.4 24.1 30,800 44,600 35.0 44,600 
20 ng 30,800 134 24.1 31,000 44,800 35.0 44,800 
21 g 9,080 456 203 9,740 13,800 302 14,100 
21 ng 9,080 4,560 203 13,800 19,900 302 20,200 
22 g 1,880 14.6 31.9 1,930 3,160 45.6 3,210 
22 ng 1,880 146 31.9 2,060 3,350 45.6 3,400 
23 g 15,100 4,520 1,360 21,000 15,000 1,040 16,000 
23 ng 15,100 45,200 1,360 61,700 45,900 1,040 46,900 
24 g 1,670 329 2.27 2,000 1,540 1.75 1,540 
24 ng 1,670 3,290 2.27 4,960 3,830 1.75 3,830 
25 g 2,880 320 7.68 3,210 2,430 5.83 2,440 
25 ng 2,880 3,200 7.68 6,090 4,620 5.83 4,630 
26 g 2,130 7,060 19.5 9,210 12,600 26.8 12,600 
26 ng 2,130 70,600 19.5 72,700 99,700 26.8 99,700 
27 g 30,200 792 95.5 31,100 26,300 80.7 26,400 
27 ng 30,200 7,920 95.5 38,200 32,000 80.7 32,100 
28 g 49,700 40,600 406 90,700 38,500 308 38,800 
28 ng 49,700 406,000 406 456,000 761,000 308 761,000 

a  All UCL rounded to three significant figures.  
b  Scenario numbers from WHS surrogate exposure guide  (Beauvais et al., 2007). 
c  This is the method recommended by L. Holden (Eq. 6 in this memorandum); calculated using new ne for 

dermal exposure from Table 1. 
d  Calculated using rounded multipliers in Table 4 of HSM-02037 (Powell,2002). 
 
 



Joseph P. Frank 
September 20, 2007 
Page 13 
 
 
 

 

Table 5.  Multipliers of arithmetic mean exposure to obtain 90% upper confidence limits 
(UCL) for the arithmetic mean and the 95th percentile of exposure using PHEDa. 

n 
UCL for 
95th %ile 

UCL for 
mean n 

UCL for 
95th %ile 

UCL for 
mean n 

UCL for 
95th %ile 

UCL for 
mean 

3 5.149 1.852 37 3.314 1.192 71 3.157 1.135
4 4.741 1.705 38 3.307 1.189 72 3.154 1.134 
5 4.482 1.611 39 3.299 1.186 73 3.151 1.133 
6 4.299 1.546 40 3.292 1.184 74 3.148 1.132 
7 4.163 1.497 41 3.285 1.181 75 3.146 1.131 
8 4.056 1.458 42 3.279 1.179 76 3.143 1.130 
9 3.969 1.427 43 3.273 1.177 77 3.141 1.129 

10 3.897 1.401 44 3.266 1.175 78 3.138 1.128 
11 3.836 1.379 45 3.261 1.172 79 3.136 1.128 
12 3.784 1.361 46 3.255 1.170 80 3.133 1.127 
13 3.739 1.344 47 3.249 1.168 81 3.131 1.126 
14 3.699 1.330 48 3.244 1.166 82 3.129 1.125 
15 3.663 1.317 49 3.239 1.165 83 3.127 1.124 
16 3.631 1.306 50 3.234 1.163 84 3.124 1.123 
17 3.602 1.295 51 3.229 1.161 85 3.122 1.123 
18 3.576 1.286 52 3.225 1.159 86 3.120 1.122 
19 3.552 1.277 53 3.220 1.158 87 3.118 1.121 
20 3.530 1.269 54 3.216 1.156 88 3.116 1.120 
21 3.510 1.262 55 3.211 1.155 89 3.114 1.120 
22 3.491 1.255 56 3.207 1.153 90 3.112 1.119 
23 3.474 1.249 57 3.203 1.152 91 3.110 1.118 
24 3.458 1.243 58 3.199 1.150 92 3.108 1.118 
25 3.443 1.238 59 3.196 1.149 93 3.106 1.117 
26 3.428 1.233 60 3.192 1.148 94 3.105 1.116 
27 3.415 1.228 61 3.188 1.146 95 3.103 1.116 
28 3.402 1.223 62 3.185 1.145 96 3.101 1.115 
29 3.391 1.219 63 3.181 1.144 97 3.099 1.114 
30 3.379 1.215 64 3.178 1.143 98 3.098 1.114 
31 3.369 1.211 65 3.175 1.141 99 3.096 1.113 
32 3.358 1.208 66 3.171 1.140 100 3.094 1.113 
33 3.349 1.204 67 3.168 1.139 101 3.093 1.112 
34 3.340 1.201 68 3.165 1.138 102 3.091 1.111 
35 3.331 1.198 69 3.162 1.137 103 3.089 1.111 
36 3.322 1.195 70 3.159 1.136 104 3.088 1.110 

a   UCLs are calculated separately for hand, dermal nonhand, and inhalation exposures.  The value of the 
UCL is the arithmetic mean exposure from the PHED output multiplied by the multiplier above 
corresponding to the number of replicates for that exposure type.  For dermal nonhand exposure, n is 
calculated using Eq. 7of this memo.  
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ATTACHMENT 1. 

Agricultural Handler Exposure Task Force (AHETF) 
Outdoor Residential Exposure Task Force (ORETF) 

Agricultural Reentry Task Force (ARTF) 

 
October 27, 2004 

 
 
 
Re: ANALYSIS OF THE POTENTIAL IMPACT OF HSM-02037 ON THE 
REGISTRATION OF PESTICIDES IN CALIFORNIA 
 
HSM-02037 was issued by WHS on 27 September 2002.  The memorandum establishes 
procedures for approximating confidence limits and mean exposure estimates for exposure 
assessments based on the Pesticide Handlers Exposure Database (PHED Version 1.1).  This 
analysis addresses the effect HSM-02037 has on the risk assessment process within the 
Department of Pesticide Regulation (DPR).  This analysis does not address the statistics 
used by WHS in implementation of HSM-02037. 
  
 
DPR RISK ASSESSMENT PROCEDURES PRIOR TO HSM-02037  
 
The procedures for conducting exposure assessments within WHS have traditionally 
followed the guidance provided in HS-16122.  The procedures established in HS-1612 
provided a consistency with Federal procedures established by the U.S. EPA’s Office of 
Pesticide Program.  Both DPR and the EPA rely on PHED in the absence of product-
specific exposure data.  Both EPA and DPR based the exposure assessment on the 
appropriate mean of exposure.  Under HS-1612, WHS exposure assessors developed 
exposure assessments based on the appropriate mean exposure estimates and also provided 
a discussion of the variability of the exposure.  The appropriate mean could be geometric, 
or arithmetic depending on the distribution of the data. This guidance explicitly provided 
that the final risk assessment would include an evaluation of the exposure estimates, 
including their variability, together with the toxicity data to determine the degree of 
conservatism or protection that was necessary to permit the use of the pesticide in 

 
2 Guidance For The Preparation Of Human Pesticide Exposure Assessment Documents, Thongsinthusak, T. et al. 4 
May 1993. 
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California.  HS-1612 clearly separated the exposure assessment in the Worker Health and 
Safety Branch from the final risk characterization, which would incorporate DPR risk 
policy into the registration decision process. 
 
 
EPA RISK ASSESSMENT PROCEDURES 
 
EPA procedures are contained in the PHED Surrogate Guide for conducting exposure 
assessments, in use since 1998.  EPA exposure assessors in the Health Effects Division 
(HED) provide the risk assessors with an exposure estimate based on the best fit estimate of 
exposure from PHED and the resultant margin of exposure (MOE).  If the exposure 
estimate was obtained from a product-specific exposure study the exposure assessors will 
provide an exposure estimate based on the geometric mean for data with a lognormal 
distribution and the arithmetic mean for data with a normal distribution.  The MOE based 
on the appropriate mean is provided along with discussions on the variability and 
confidence in the exposure estimate.  This information is used by the risk assessor to make 
a risk management decision and is consistent with the procedures of HS-1612. 
 
 
DPR RISK ASSESSMENT PROCEDURES UNDER HSM-02037 
 
On 23 August 2001, the Worker Health and Safety Branch distributed a memorandum3 to 
the Exposure Assessment and Mitigation Group that rescinded the primary guidance 
established in HS-1612 requiring the exposure assessor to provide the appropriate mean 
estimate of exposure and a discussion of the variability of exposure, and replaced it with a 
standard practice of using the 95th percentile of the exposure estimate for acute or short-
term exposures (up to 7 days duration) and the arithmetic mean for longer term exposures.  
When the short-term exposure estimate is derived from PHED the 90% upper confidence 
limit of the 95th percentile is used and the 90% upper confidence limit on the arithmetic 
mean of the exposure estimate is used for exposures of more than 7 days duration.  The 
memorandum refers to a Draft Interim Guidance for the Preparation of Human Pesticide 
Exposure Assessment Documents, which does not appear to be available to the public.  The 
DPR website does explicitly state that HS-1612 is under revision and will be posted when 
finalized. 
 
HSM-02037 and the proposed, unpublished revisions to HS-1612 provide for a significant 
and profound shift in the risk assessment and risk management process within DPR.  The 
incorporation of exposure estimates, the variability of the exposure, and the severity of the 

 
3 HSM-01010, Approximating The 95th Percentile And The 90% Confidence Limit For Exposure Estimates From 
The Pesticide Handlers Exposure Database (PHED V1.1). 23 August 2001. 
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toxicity endpoint into the risk management decision by the decision-making levels of DPR 
are essentially absorbed into the Worker Health and Safety Branch.  Adoption of HSM-
02037 and the apparent revisions to HS-1612 will result in the Worker Health and Safety 
Branch providing DPR risk managers with a single exposure estimate based on an upper-
bound estimate of exposure.  The relationship of this exposure estimate to the distribution 
of exposure will no longer be provided and the responsibility of the risk assessor to address 
risk concerns as provided in HS-1612 will be withdrawn.  Although not apparent in either 
HSM-02037 or the apparent revisions contemplated for HS-1612, the impact on the risk 
management process within DPR will be significant. 
 
 
IMPACT OF HSM-02037 ON THE RISK ESTIMATES 
 
Under HSM-02037 the WHS will use the arithmetic mean of the PHED exposure estimate, 
regardless of the distribution, and a multiplier to estimate the 90% upper confidence limit 
of the 95th percentile.  The multiplier is dependent on the number of replicates in the data 
set and is provided in Table 2 of HSM-02037 for short-term exposure assessments. 
 
Attached to this summary, are detailed comparisons of open-pour liquid formulation 
mixer/loader and open-cab ground boom applicator exposure assessments using the 
EPA/HS-1612 methodology and the new procedures under HSM-02037.  The hypothetical 
assessments are for Captan 4L on strawberries and Permethrin 3.2 EC on almonds.   
 
The end result of these comparisons are that for Captan 4L, under EPA/HS-1612 
procedures and based on a NOEL of 10 mg/kg/day, the MOE is 4,760.  Under the 
procedures outlined in HSM-02037 and based on the same NOEL, the MOE would be 83.  
For Permethrin 3.2 EC, under EPA/HS-1612 procedures and based on a NOEL of 200 
mg/kg/day, the MOE would is 1,140.  Under the procedures outlined in HSM-02037, based 
on the same NOEL the MOE would be 52. 
 
DISCUSSION AND CONCLUSIONS 
 
The impact of the implementation of HSM-02037 and the apparent revisions to HS-1612 
are profound to the basic decision making process within DPR and to the registration of 
pesticides in California. 
 
The changes will move the risk management process from the policy level of DPR to within 
the Worker Health and Safety Branch.  Where WHS would previously provide an 
exposure assessment based on mean exposure and the variability of the exposure to the risk 
manager, WHS will now provide an extremely upper-bound estimate of exposure that 
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predisposes the need for additional conservative protective measures and provides the risk 
manager with a fiat accompli. 
 
Although there has been no changes in actual exposures to workers handling pesticides in 
California the estimates of the exposures will be significantly inflated.   All PHED exposure 
assessments for liquid formulation pesticides that are open-poured and applied by open-
cab tractor drawn ground boom equipment will increase approximately 60-fold.  All PHED 
exposure assessments for liquid formulation pesticides that are open-poured and applied to 
California’s orchard and vineyard crops will increase approximately 20-fold.   
 
A public that does not understand the nuances of the proposed change in the exposure 
assessment methodology will become alarmed and question the use pesticides that 
previously were acceptable but would now have unacceptable and sometimes very low 
margins of exposure.  Confidence in the DPR exposure assessments will erode when 
products that have been used for decades without incident suddenly have MOEs in the 
single digits.   
 
At its simplest, any pesticide that is involves open-pour mixing loading and open-cab 
ground boom application that was determined by EPA using PHED to have an MOE less 
than 5,800 would be unacceptable for registration by DPR with the standard uncertainty 
factor of 100.  For orchard and vineyard crops treated by airblast equipment any product 
determined by EPA using PHED to have an MOE of less than 2,200 would also be 
unacceptable for registration by DPR.  Similar implications would be expected for other 
pesticide formulations and methods of application. 
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ATTACHMENT 2. 
A Review of the Recommended CDPR Statistical Methodology Described in the 9/27/02 

CDPR Memorandum HSM-02037 
 

Larry R. Holden, Ph.D. 
Sielken & Associates Consulting, Inc. 

3888 Texas Avenue, Suite 230, Bryan, TX 77802 
Email: Larry@SielkenAssociates.com 

 
 
A memorandum from Sally Powell to the CDPR Exposure Assessment and Mitigation Program 
Staff describes a recommended method for obtaining estimates of both short-term and long-term 
exposure using arithmetic means from PHED (V1.1) output.  This memorandum is referred to 
here for brevity as simply the “CDPR memo”.  The purpose of this report is to review the CDPR 
memo from a statistical perspective only. 
 
In brief, the CDPR memo claims that limitations in the PHED data prevents computing the 
desired estimates of short-term exposure (95th percentile of ADD) and long-term exposure (mean 
ADD).  CDPR introduces more conservatism into these estimates by replacing them with their 
90% upper confidence limit.  In addition, because PHED does not provide adequate information 
on inter-individual ADD variation to compute either percentiles or confidence limits, the CDPR 
will assume that the ADD is lognormally distributed with a between-individual coefficient of 
variation (CV) of 100%. 
  
 

The Use of Upper Confidence Limits in Lieu of Point Estimates 
 
The CDPR claims that the surrogate nature of the PHED data adds an unknown amount of 
uncertainty into any result.  Consequently they propose using the 90% upper confidence limits (or 
UCLs) rather than point estimates for their two main ADD parameters, (arithmetic) mean and 95th 
percentile.  The implication is that this will provide a reasonably conservative ‘uncertainty 
buffer’.   The judgment of the degree of relevancy of the PHED data to CDPR risk assessments is 
not a statistical issue and will not be addressed in this critique.  In general, the use of uncertainty 
factors, confidence limits, or other such ad hoc devices to introduce conservatism into point 
estimates of exposure may or may not be necessary.  Without relevant data that demonstrate the 
degree of conservatism needed, there can be no statistical justification for the CDPR approach.  
For the purposes of this review, it is accepted that the CDPR desires 90% upper limits.  This does 
not, however, imply agreement that they are necessary.  
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Correctness of the CDPR UCL Formulas 
 
The CDPR further states that because the PHED data do not allow correct estimation of the 
individual variation in dermal exposure, they will make reasonable assumptions about this 
variation.  CDPR is correct in their statement that except for the mean, no other aspects of the 
total dermal exposure distribution (e.g., standard deviation, CV, and percentiles) can be estimated.  
This is because PHED only provides the mean and variation of exposure for each body part 
separately.  It cannot compute the total exposure for each individual and then estimate that 
variation among individuals.  Any practical solution to this problem requires additional 
assumptions about the distribution of individual ADD values about the mean.  CDPR chose to 
make two convenient assumptions about this inter-individual distribution: 
 

(1) The individual ADDs are lognormally distributed. 
 

(2) The true CV is 1 (or equivalently, 100%). 
 

From a statistical perspective, these assumptions appear reasonable.  The lognormal distribution 
generally provides a good fit to exposure data, especially when levels vary by orders of 
magnitude.  The choice of CV=1 is somewhat arbitrary, but reasonable if, as it is implied, CVs for 
separate body part exposures are typically near 100%. 
 
Although not explicitly stated in the CDPR memo, the methodology used implies two additional 
assumptions: 
 

(3) The dermal (or the inhalation) arithmetic mean ADD obtained from PHED is equivalent to a 
mean obtained from a simple random sample of N individuals—one ADD value being 
‘obtained’ from each pseudo-individual. 

 
(4) The effective number of ‘individuals’, n, in this pseudo-sample is estimated by the median 

number of data values over all body regions plus inhalation. 
 
In other words, the true sampling structure behind the PHED data (patches within individuals, 
clustering of individuals within days, studies, or years, etc.) is not used.  This information is 
indirectly reflected, however, in the CDPR choices for CV and the effective sample size.  While 
the best choice for an effective n could be debated, assumption (3) is probably the only practical 
solution if statistically based upper bounds are desired.  
 
Using these four assumptions, the CDPR memo then develops the formulas for the upper 90% 
upper confidence limits for the 95th percentile of ADD and for the arithmetic mean of ADD.  In 
both cases the resulting formulas are in the form of factors that are multiplied by the observed 
arithmetic mean. (For simplicity, the CDPR memo also rounds the factors to fewer digits.) 
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Unfortunately, both of the CDPR-derived formulas are incorrect.  They can easily be shown to 
fail even when the CDPR assumptions listed above are true.  As an example, suppose an 
independent sample of N=7 exposure values come from a lognormal distribution with a true 
mean of 1000 and a CV of 100%.  By definition, the actual mean (1000) should be less than 
CDPR’s 90% UCL for the mean about 90% of the time.  Similarly, the true 95th percentile of the 
distribution should also be less than the CDPR 90% UCL about 90% of the time. 
 
But this is not the case.  The true coverage of the CDPR upper limits is not 90% but 97.6% for 
the mean and 99.7% for the 95th percentile.  That is, even when the conditions assumed by the 
CDPR are true, their UCL limits appear to be biased high relative to the correct upper limits.  
 
The reason for this error is clear from the derivation of the UCLs given in the CDPR memo.  The 
CDPR makes the same elementary statistical mistake in both formulas. The CDPR based their 
limits on the UCL formulas that are correct when two estimated parameters of the lognormal 
distribution are available.  However, they did not have two estimated parameters because they 
assumed one of these parameters, the CV, is known.  The probability distribution of the UCLs 
with two random variables is quite different from that with one.  The consequence of this error is 
that the CDPR UCLs give values that are too large. 
 
The correct formulas are easily derived: If the geometric mean rather than arithmetic mean ADD 
is available, a correct 90% UCL for the 95th percentile would simply be: 
 

UCL = GM Exp{  (Z95 + Z90 n-½) σ } 
 
Where 
 GM = observed geometric mean 
 Zp = P-th percentile of a standard normal distribution 
 n = sample size 
 σ = standard deviation of Loge(exposure) = 0.832555 when CV=100% 
 
 
Similarly, a correct 90% UCL for the true arithmetic mean would be: 
 

UCL = GM Exp{ ½ σ2 + Z90 σ n-½ } 
 
These formulas both require the observed geometric mean of dermal (or inhalation) ADD.  
Unfortunately, only an estimate of the total arithmetic mean (AM) found by summing all body 
part means is available from PHED.  However, for the lognormal distribution the ratio AM/GM 
= (1 + CV2)½.  Since the CV=1, an estimate of the GM can be obtained as simply GM = 
0.7071×AM.  In this way, the UCL can still be expressed as a multiple of the AM.  For small n, 
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this approach results in a small underestimation of the correct UCLs.  This occurs because both 
confidence limits depend upon the fact that for a lognormal distribution the statistic log (GM) 
follows a normal distribution.  The distribution of log (0.7071 AM) is approximately normal, but 
it has a slightly smaller mean and slightly larger variance than log (GM).  These differences 
account for the minor underestimation with small n.  If desired, it is possible to adjust both UCL 
formulas to correct these small biases. 
 
 
Summing the UCLs for a Dermal plus Inhalation UCL 
 
In this memo, the CDPR recommends that the UCL for the sum of dermal and inhalation 
exposures be approximated as just the sum of the separate UCLs.  They admit (in a footnote to 
page 7) that this method overestimates the correct UCL, but claim that the bias is not overly 
excessive given the assumptions of independence and CV=1 for both exposure endpoints.  They 
apparently justify this claim by stating that “Summing the limits appears to overestimate the 
true tolerance limit by about 0-13% (mean 2%) and the true confidence limit by 0-4% (mean 
1%) in PHED datasets.”  There is no information provided in the memo on how CDPR 
computed these “true” UCLs to judge the adequacy of their approximation.  (It is difficult not to 
be skeptical about this claim given the fact that the CDPR formulas for UCLs are in error.) 
 

Although the recommendation for obtaining a UCL for total (dermal + inhalation) ADD has some 
merit, the CDPR memo does not present it in a way that makes the assumptions evident.  In 
reality, the procedure assumes that: 
 
(1) The total arithmetic mean ADD (AMTotal) is equivalent to the mean of a simple random 

sample of n ADDTotal values. 
 

(2) Each ADDTotal is distributed as if it were the sum of an ADDDerm from one randomly 
selected individual and an ADDInh from another independently selected individual.  

 
(3) The ADDTotal values are also lognormally distributed 

 
(4) The CV of ADDTotal, like its two components, is equal to 1 (i.e., 100%)  

   
Given these assumptions, it follows naturally for both 95% percentiles and means that 
 

UCLTotal = AMTotal×Qn = (AMDerm+AMInh)×Qn
 = AMDerm×Qn + AMInh×Qn
 = UCLDerm + UCLInh 
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where Qn is the multiplier of the arithmetic mean required for either the 95th percentile UCL or 
the UCL of the mean.  Thus, while CDPR claims to be adding UCLs, they are really only 
applying their multipliers to the total ADD mean. 
 
Actually, only assumptions (1), (3), and (4) above are necessary for the relationship above to 
hold. The independence assumption (2) made by CDPR is unnecessary.  But, if we assume the 
independence between inhalation and dermal, the CV of ADDTotal is not 100% but rather: 
 

CVTotal = [ (AMDerm)2 + (AMInh)2 ] / (AMDerm + AMInh ) 
 
From this, it follows mathematically that whatever the values of AMDerm and AMInh
 

2-1/2 = 0.7071 ≤  CVTotal ≤ 1 
 
That is, if the dermal and inhalation CVs are assumed equal to 1, the CV of their sum must be 
lower than 1.  The lower bound above is obtained when the two AMs are nearly equal in 
magnitude.  When one of the means is much larger than the other, the CV approaches 1. It is 
exactly 1 only when one of the means is zero.  Thus, although the CDPR approach for combining 
dermal and inhalation ADDs is expected to give larger than necessary UCLs, the magnitude of 
this bias is not expected to be large if the CDPR assumptions are acceptable.   
 
 
Parametric Percentile Estimates 
 
For their standard short-term ADD estimates, the CDPR recommends using what they call a 
“parametric estimate” of the 95th percentile. (The formula for this estimate is in the footnote to 
page 2.)  This parametric estimate does not apply directly to PHED V1.1 data, but is 
recommended for use in the standard CDPR exposure assessments.  While the CDPR 
justification for the use of a parametric percentile estimate is reasonable, it is disappointing to 
note that their percentile formula is incorrect.  The CDPR memo cited the formula: 
 

P95  =  Exp( M + tn-1 S ) 
 
Where M and S are the sample mean and standard deviation, respectively, of the natural log of 
exposure.  The factor tn-1 is the relevant percentile of the central t-distribution with n-1 degrees of 
freedom.  The use of the t-percentile is invalid in this context.  A more correct formula for the 
point estimate is: 
 

P95  =  Exp( M + z S ) 
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Here, z is the appropriate percentile of the standard normal distribution.  For a lognormal 
distribution even this estimator slightly overestimates the percentile, but not so much as when the 
t-percentile is used.   It is interesting to note that an upper confidence limit for a geometric mean 
is: 
 

UCL = Exp{M + tn-1 (S / n-½ ) } 
 
Also, the upper prediction limit for a future observation from this distribution is: 
 

UPL = Exp{M + tn-1 S (1 + 1/n)½ } 
 
Both of these formulas are similar in appearance to the one used by CDPR.  Is it possible that 
CDPR confused the percentile estimate with one or both of these other limits?  Unlike these 
correctly defined limits, however, the CDPR formula cannot be derived from the basic definition 
of the t-distribution. The CDPR’s incorrect use of the t-percentile instead of the z-percentile will 
consistently overestimate the lognormal percentiles.  This overestimation is reduced in large 
samples where the t-percentile is closer to the z-percentile.  But for small to moderate sample 
sizes, the bias of CDPR’s incorrect formula can be sizeable. 
 
Although otherwise implied in the CDPR memo, could it be possible that the CDPR intended 
their formula not an estimate, but as a conservative ‘overestimate’ of the true 95th percentile?  If 
true, then their use of the critical t-value is merely a way of inducing more conservatism when 
the sample size is small.  In this case, the use of the t-percentile has no real statistical meaning 
and it would suffice to use any formula of the type 
 

Overestimate of P95  =  Exp[ M + z S f(n) ] 
 
Here, f(n) is any function of n that is large for small n and approaches 1 as n gets larger. 
 
Summary 
 
In summary, the CDPR recommended statistical methodology has some conceptual validity but 
it is marred by errors in the critical UCL formulas.  The basic formulas have been derived using 
the wrong assumption of two rather than one unknown parameter. As a result, the UCLs are 
incorrect even when the basic CDPR assumptions of log-normality and CV=100% are true.  In 
the cases examined, the invalid CDPR UCLs appear to be too large. 
 
The CDPR recommendation to sum dermal and inhalation UCLs to obtain a total ADD UCL is 
misleading, but can be justified statistically given the CDPR assumptions (listed in a footnote).  
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The approach is most conservative when the dermal and inhalation means are close in 
magnitude. 
 
Although not recommended for use with PHED data, the formula for the “parametric estimate” 
of percentiles presented in the CDPR memo is statistically meaningless.  The use of this formula 
would overestimate the true percentiles.  A correct point estimate would use the normal rather 
than the t percentile.  
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ATTACHMENT 3. 
Effective sample size for estimating the sum of arithmetic means with the 

same CV 
Larry R. Holden 

 
Let Y be the sum of K sample arithmetic means, i.e. 
 
(1) Y = M1 + M2 + ··· + MK
 
Each of the sample means is assumed to be a random sample of size ni from a population with 
mean μi and variance Vi.  If each of the component samples is based, for the most part, on 
different sets of individuals, then the K sample means are essentially independent and the 
variance of their sum, VY, is just  
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An effective sample size, ne, is defined from the relationship: 
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This effective sample size can be thought of as the number of independent replicates that would 
induce observed variance in Y.  In other words, Y ‘effectively behaves’ as though it were a 
random sample of ne independent replicates. 
 
 As can be seen from (4), ne is a variance-weighted harmonic mean sample size.  If the 
underlying variance in all of the K samples were identical, i.e. Vi=V, then ne would reduce to 
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Here, NH is the simple (i.e., unweighted) harmonic mean of the K sample sizes.  (Note: this is the 
reason why the harmonic mean sample size is used as an approximation in many of the ANOVA-
based multiple comparison procedures that require equal sample sizes.) 
 
 However, in the case of component exposures that are lognormally distributed, it would 
be very unrealistic to assume that all Vi were equal.  But it is probably a reasonable 
approximation to assume that all K components have the same coefficient of variation, ξ.  Since 
Vi = (μi·ξi)2, then assuming that all ξi=ξ gives an effective sample size of: 
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This is still a weighted harmonic mean, but the weighting is now just a function of the means 
only.  This seems quite reasonable. It is intuitively plausible that the larger components of total 
exposure should have the greater impact.  This weighted harmonic mean will reflect that.  Thus, 
smaller components will contribute little to ne regardless of their sample size.  Conversely, if the 
bigger means are based on a small sample sizes the sample sizes of other, smaller components 
will have little effect on ne.  Since the true arithmetic means, μi, are unknown, the sample means 
can be used to get an estimate of ne: 
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This effective sample size could be used as a surrogate whenever a single n is required. 
 
 
Larry R. Holden, Ph.D. 
Sielken & Associates Consulting, Inc. 
October 28, 2005  
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